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Abstract

Reconfigurable architectures are important elements on

the design of software radios. Nowadays, diverse plat-

forms are being developed to support multiple tasks; these

platforms are designed specially for the different layers of

the OSI (Open System Interconnection) reference model.

Specifically, the security architectures described in the MAC

sublayer should be evaluated, which are based on crypto-

graphic algorithms that require high computational costs.

In this work, two proposed AES-CCM hardware archi-

tectures for the IEEE 802.11i-2004 and IEEE 802.16e-

2005 standards are implemented in diverse FPGA devices

to examine implementation costs and performance evalu-

ation. The results presented in this work will be used for

designing and developing a reconfigurable platform with

software-radio applications, which will include the high-

performance AES-CCM hardware architectures meeting the

specifications of the IEEE 802.11i-2004 and IEEE 802.16e-

2005 standards.

1 Introduction

There are many types of networks that have been widely
developed, but the wireless ones have grown significantly
more due to their mobility, that is an increasingly impor-
tant feature for users. The wireless networks use different
set of rules or protocols for governing the communication
among diverse devices, and each network has applications
that can use different protocols. Ideally, a device should
operate in the diverse applications of the different wireless
networks. This last idea is conceptualized by using soft-
ware radios, which have several configurations for operat-
ing in different communication networks. Software radios
have changed according to the technology advances, where
is possible to find a basic radio architecture, which has a key
element that configures the radio to operate in the different

networks [1]. Considering the OSI model, the main devel-
opment of these radios is focused on the lower layers, which
are implemented in hardware. Security is a key element for
using software radios, because these can enter to different
wireless networks and use the air like transmission medium,
being vulnerable to possible data transmission attacks. Sev-
eral security architectures have been standardized for differ-
ent networks, such as the IEEE 802.11i-2004 for WLANs
(Wireless Local Area Networks) and the IEEE 802.16e-
2005 for WMANs (Wireless Metropolitan Area Networks),
operating on the MAC (Medium Access Control) sublayer.

In cryptography, diverse types of algorithms are focused
on offering different security services. Thus, confiden-
tiality, authenticity, integrity, and non-repudiation services
are provided by symmetric and asymmetric algorithms and
hash functions [2]. Recently, the CCM mode is defined
and used in security schemes for wireless communication
networks, such as in the IEEE 802.11i-2004 and IEEE
802.16e-2005 standards. The AES-CCM algorithm ex-
ecutes two related processes: generation-encryption and
decryption-verification. This work presents the design
and implementation of hardware architectures for the
generation-encryption process, which are well suited to be
integrated in a complete transmission platform. The hard-
ware architectures are implemented in diverse FPGA de-
vices and the implementation costs and performance evalu-
ation are examined.

The rest of this paper is organized as follows: Section
2 revises the security architectures of the IEEE 802.11i and
IEEE 802.16e standards. Section 3 describes the AES-CCM
algorithm. Section 4 presents the details of the proposed
AES-CCM hardware architectures. Section 5 presents the
FPGA implementations and results. Section 6 shows com-
parisons against related work and finally, Section 7 gives
the conclusion of this work.

2008 International Conference on Reconfigurable Computing and FPGAs

978-0-7695-3474-9/08 $25.00 © 2008 IEEE

DOI 10.1109/ReConFig.2008.54

421



2 Security Architectures

Security architectures of the standards IEEE 802.11i-
2004 and IEEE 802.16e-2005 standards establish a set of
cryptographic algorithms to provide different security ser-
vices. The AES-CCMP (AES-CCM Protocol) provides data
confidentiality, integrity, and replay-attack protection, oper-
ating on the MAC Protocol Data Unit (MPDU), see Fig. 1
[3]. MPDU contains several fields, including, for example,
the payload, AAD (Additional Authentication Data), and
the header of the MAC sublayer. The output of the AES-
CCMP algorithm are the ciphered data and the Message In-
tegrity Code (MIC). A temporal key (TK) is required for
every ciphering session.

Figure 1. Security architecture based on the
AES-CCMP for IEEE 802.11i-2004 standard.

In the same way, in the IEEE 802.16e-2005 security
scheme [4], see Fig. 2, data are protected by ciphering the
information or plaintext payload, and by providing a value
for the message integrity, but this security architecture sets
to zero the length of the AAD field. Details of the AES-
CCM algorithm are described in the next section.

2.1 The AES-CCM Algorithm

The parameters of the AES-CCM Algorithm are defined
in the NIST CCM specification [5]. In IEEE 802.11i-2004
and IEEE 802.16e-2005, these parameters shall be fixed
to specific values: i) the number of bytes in the Message
Authentication Code field shall be set to eight, and ii) the
size of the length field (bit string representation of the octet
length of the payload) shall be set to two. The difference
is that the IEEE 802.11i-2004 standard establishes AAD
with a maximum length of 32 bytes, whereas in the IEEE
802.16e-2005 standard the length of the AAD shall be set
to zero. AES-CCM operates on several fields, which are

formatted for providing 128-bit data blocks, for example,
BXs are blocks from the payload, AAD, and nonce value,
whereas CBs are blocks from the nonce value and the length
of the payload. It outputs the ciphertext payload and the
MIC value that are used together with modified generic
MAC headers to build the cipher MPDU.

Figure 2. Security Architecture of the IEEE
802.16e-2005 Standard.

AES-CCM is based on two operation modes: CBC-
MAC (Cipher Block Chaining - Message Authentication
Code) and CTR (Counter), see Fig. 3. CBC-MAC process
is applied to the BX blocks to generate a T value whereas
CTR mode is applied to the T, BX and CB blocks to obtain
the MIC value and the ciphertext payload (cipher MPDU).

In general, AES-CBC-MAC takes the first block and ci-
phers it using AES. An XOR operation is performed by us-
ing the previous result with second block, and this result is
ciphered. This process is applied for the remaining blocks.
CBC-MAC works sequentially and it cannot be parallelized.
The final result is the MIC value (T), which is used in the
AES-CTR process.

When ciphering two identical input blocks, CTR mode
produces different cipher blocks, which is based on a nonce
value rather than starting it from a fixed value. This mode
provides authentication by adding extra capabilities. Some
properties of CTR is that ciphering can be done in parallel,
decryption is the same process as encryption, and the mes-
sage does not need to be broken into an exact number of
blocks [5].

AES-CBC-MAC and AES-CTR are constituted by a
common algorithm, and they have AES block cipher as el-
emental part. This is a symmetric block cipher that can
process data blocks of 128 bits and it uses cipher keys
of 128, 192, and 256 bits [6]. All AES processing in
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Figure 3. Block diagram of the AES-CCM al-
gorithm.

CCM encryption uses AES with a 128-bit key and a 128-bit
block size. AES executes an initial round followed by ten
rounds with four main operations: i) byte-to-byte substitu-
tion (SubByte), ii) rotation of rows (ShiftRow), iii) mixing
of columns (MixColumn), and iv) addition of round key
(AddRoundKey).

The ciphertext is produced after these rounds. Other op-
eration is key expansion, which computes a key schedule or
a 128-bits key in each round. The non-linear byte substi-
tution and key expansion operations require S-box substitu-
tion, where one byte is substituted and determined by the
intersection of the row and the column.

The use of cryptographic algorithms requires computing
complex operations, which may result in system bottlenecks
in applications that transmit great amounts of data. For fu-
ture data transmissions such as in the new wireless networks
[7], data is transmitted at 1 Gbps for applications such as
high quality TV, movies in DVD, and great amount of dig-
ital files using personal computers, among others. So, it is
necessary to reach such speeds, and this can be achieved
with hardware architectures for software radios with high
performance and high throughput/area ratio of the algo-
rithms. The next section shows the proposed AES-CCM

hardware architectures.

3 AES-CCM hardware architectures

A careful analysis of the AES-CCM algorithm allowed
exploiting parallelization of some processes and design-
ing highly specialized processing modules in order to
achieve the highest throughput when compared against re-
lated works. The design methodology of the AES-CCM ar-
chitectures is based on a straightforward architecture, which
is balanced and parallelized to decrease the critical path (in-
creased performance). Firstly, the specialized modules are
designed, parallelizing the data buses and processes such
as CTR, CBC-MAC, and S-boxes computations. After, the
paths formed by the combinational elements (i.e. multi-
plexors and gates) and sequential elements (i.e. registers
and memories) are balanced, moving these last ones be-
tween the combinational elements. The aim is to reduce
the critical path without increasing the latency. The highly-
parallelized architectures designed are AESCCMiv1 (see
Fig. 4) and AESCCMev1 (see Fig. 5), for IEEE 802.11i-
2004 and IEEE 802.11e-2005, respectively. In these archi-
tectures, the data buses and processes are parallelized, com-
puting two AES processes in different modes of operation.
These processes require the data buses of the payload and
key at the same time.

Figure 4. Block diagram of the AESCCMi
module.

An additional analysis was made to decrease both the
critical path and used hardware resources, improving effi-
ciency. It is reached by using a common module. This mod-
ule is selected by analyzing the two AES processes used in
the AES-CTR and AES-CBC-MAC, where the generation
key (module AES GenKey, see Fig. 6) produces the same
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Figure 5. Block diagram of the AESCCMe
module.

key. AES Cipher has a compact and iterative architecture
with a high performance, more details in [8].
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Figure 6. Block diagram of the proposed AES
hardware architecture

Considering these AES GenKey common module, the
new designs of the architectures are AESCCMiv2 and
AESCCMev2. In each standard, the proposed block dia-
gram is the same for the architectures versions 1 and 2, but
the key expansion of each AES Cipher is the common mod-
ule. The AESCCMi architecture has differences against the
AESCCMe architectures because of the AAD field, see Sec-
tion 2, requiring more registers to store data blocks.

4 Implementation results

Synthesis results for the proposed AES-CCM hardware
architectures are presented in this section. For the purpose

of validation and prototyping, these architectures were syn-
thesized, mapped, placed and routed for the Xilinx’s Viterx-
4 and Spartan-3 devices using ISE 9.2 design tools. The im-
plemented architecture was simulated and verified consider-
ing real-time operation condition by using the design con-
formance test data, provided with the IEEE 802.11i stan-
dard.

Two metrics are considered for evaluating these architec-
tures and comparing them against previous works. These
metrics are throughput and implementation efficiency. The
throughput is computed by Eq. 1, measured in bits per
second (bps), where Clock frequency is obtained by imple-
menting in the different FPGA technologies.

Throughput =
(Data input) × (Clock frequency)

Clock cycles
(1)

The other metric is the implementation efficiency, see
Eq. 2, and it is a measure of this type of cryptographic
hardware implementations, which is defined as the ratio be-
tween the reached throughput and the number of slices that
each implementation consumes (bps/slice) [9].

Efficiency =
Throughput

Area
(2)

To set values of Data input and Clock cycles, it is high-
lighted that computing MIC and cipherdata is executed in
parallel by the proposed AES-CCM architectures, and sev-
eral details are considered for computing the throughput: 1)
in these security architectures, the message has a maximum
size of 1024 bytes, thus 64 data blocks of 128 bits are ob-
tained, 2) AAD has a maximum size of 32 bytes for IEEE
802.11i-2004, and 0 bytes for IEEE 802.11e-2005, thus 2
data blocks are constituted for the first standard, and 3) there
is an initial data block, which is formed by using the Nonce
value, see Section 2.

For the AESCCMi hardware architectures, versions 1
and 2, these process 67 data blocks (64 for the message, 2
for AAD and 1 for the initial data block), but the initial data
block is considered overhead, so only 66 data blocks have
effective bits, i. e., (66) (128 bits) = 8448 bits = Data input.
These data blocks for authentication (initial block, AAD,
and message) and ciphering (CBs and message) are pro-
cessed in parallel, so, it is necessary to process 67 data
blocks, requiring (67) (10 clock cycles) = 670 clock cycles.
The 10 clock cycles are used for the ciphering process by
the AES Cipher modules. An extra clock cycle is used for
loading the initial data block, whereas the next data blocks
are loaded during the processing of the previous data block.
So, Clock cycles = 671 clock cycles.

For the AESCCMe architectures, versions 1 and 2, due
to the length of AAD is zero, Data input = (64) (128 bits) =
8192 bits, and Clock cycles = 651 clock cycles.
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In Table 1, FPGA implementation costs are shown for
the proposed AESCCMi and AESCCMe architectures. The
versions 2 use fewer hardware resources than versions 1,
due to the common module. Further, implementations in
Virtex-4 use more hardware resources than the implemen-
tations in Spartan-3. This FPGA hardware resource require-
ment enables to develop a reconfigurable architecture with a
basic structure for ciphering in the IEEE 802.11i-2004 and
IEEE 802.16e-2005 security architectures. The reconfig-
urable architecture can be analyzed by implementing the
versions 1, and after, by implementing the version 2, be-
cause they have a close number of hardware elements.

Table 1. FPGA implementation costs of the
AES-CCM hardware architectures.

Architecture Virtex-4 Spartan-3 BRAM&IOB
AESCCMiv1 1533 Slices 1309 Slices 20 BRAMs

2707 LUTs 2603 LUTs 586 IOBs
AESCCMiv2 1200 Slices 1041 Slices 18 BRAMs

1995 LUTs 1661 LUTs 586 IOBs
AESCCMev1 1453 Slices 1105 Slices 20 BRAMs

2702 LUTs 2058 LUTs 582 IOBs
AESCCMev2 1333 Slices 951 Slices 18 BRAMs

2477 LUTs 1754 LUTs 582 IOBs

In general, if more hardware resources are necessary,
then the critical paths can be larger. The period is obtained
by implementing the architecture in a given FPGA device.
Clock frequency is the inverse of the period, which is ob-
tained from the reports of the ISE tool. Using this tool, sev-
eral Virtex-4 and Spartan-3 FPGA devices were considered,
and based on Eq. 1 and Eq. 2, efficiency and throughput re-
sults are shown in Fig. 7. Results of implementing the
architectures in Spartan-3 devices were obtained in order to
make a fair comparison with other works that are based on
these devices. Results of implementing the architectures in
Virtex-4 devices were obtained in order to show the bene-
fits of the proposed approach using state of the art FPGAs
in their different versions.

In the case of the performance evaluation, the throughput
of the AES-CCM hardware architectures varies conforming
to the used devices (see Fig. 7). In general, implementa-
tions on Virtex-4 series LX report higher throughput than
the implementations in the other series. Comparing hard-
ware architecture versions 1 against versions 2, in most of
the cases, the throughput of the seconds is improved be-
cause they require fewer hardware resources, reporting a
smaller critical path. These two last characteristics, re-
sources and critical path, enable an improved efficiency, see
Fig. 7.

For each FPGA family, Virtex-4 or Spartan-3, efficiency
of all implementations is very similar, and versions 2 have
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Figure 7. Throughput results.

better efficiency than versions 1.
The architectures in Virtex-4 report an improved perfor-

mance than the ones in Spartan-3, which is reached by a bet-
ter technology, and in this point, it is important to highlight
that the key element is the architectural design, that enables
to increase the throughput when it is compared against re-
lated work. In the next section, these comparisons are made,
using a same FPGA technology and showing the advantages
of the parallelized and balanced iterative architectures.

5 Comparisons

Comparison results of the AESCCM hardware imple-
mentation are shown in Table 2. The main goal in the
hardware implementations is the highest throughput, which
is reached by the AESCCMiv2 architecture in both FPGA
families. Considering efficiency, the AESCCMiv2 im-
plementation in Spartan-3 achieves lower efficiency when
compared against [11], which presents higher efficiency at
247 MHz, using less hardware resource requirements with
a lower throughput. However, the AESCCMiv2 achieves
58.6% higher throughput with a slower clock frequency
of 86.34 MHz. This metric of the efficiency is based on
the slices, but considering BRAMs, the same situation oc-
curs, because [10] uses more memories and [11] reports few
hardware resources. The proposed AESCCMiv2 architec-
ture implemented in Virtex-4 device achieves the highest
throughput and the highest efficiency.
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Table 2. AES-CCM hardware implementations
Work Device Clock Frequency Slices BRAM Throughput Efficiency x10−3

(MHz) (Gbps) ( Gbps/slices)
[10] XC3S4000 100.07 2154 106 1.051 0.488
[11] XC3S50 247.00 487 4 0.687 1.411
[12] ASIC 36.00 - - 0.800 -

This work XC3S4000 86.34 1041 18 1.087 1.044
AESCCMiv2 XC4VLX40 152.42 1200 18 1.951 1.626

6 Conclusions

The hardware design methodology used in this work
aimed to obtain an iterative hardware architecture with high
throughput and efficiency, resulting in a balanced imple-
mentation. In most of the cases, it was shown that highly-
parallelized architectures have lower throughput and effi-
ciency, which are improved by architectures with common
modules. The proposed AESCCMi and AESCCMe hard-
ware architectures have similar hardware resource require-
ments and report comparable throughput and efficiency,
which enable to design a reconfigurable architecture for
cryptographic processing in software-radio applications for
the IEEE 802.11i-2004 and IEEE 802.16e-2005 security ar-
chitectures, accelerating computation of the AES-CCM al-
gorithm.
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